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Introduction

Introduction

Ossification of the Internet

@ The Internet, which evolved as an experimental packet
switched network has grown beyond originally expected
bounds.

@ Resistance to changes at the Network Layer: Most changes
are done at the end nodes, not routers.

o Difficulties in IPv6 and IP Multicast Deployment

Ever Increasing User expectations

@ Need for customisation of services and protocol Stacks
through economically viable means
o Separation between infrastructure and Service
o Optimization of resource Usage and routing beyond BGP




Introduction

Network Virtualisation

Virtualisation

@ Abstraction between user
and physical resources.

o Potential strategy for
addressing internet
ossification.

<

@ Building, testing and
experimentation of novel
network architectures.

o Customised services and
protocol stacks amoung SPs.
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Problem Definition

Problem: Efficient Resource Utilisation

Virtual Network Initialisation Virtual Netwiork 1 Virtual Network 2

@ Resource Allocation not
trivial I

@ Requires mapping virtual
nodes and links to substrate
nodes and links

o Computationally intractable

State-of-the-art

@ Most current solutions static

@ Dynamic ones allocate fixed
resources




Proposed Approach

Distributed, Dynamic Resource Management (DDRM)

Observation

@ Non-uniform internet traffic
calls for better RM

2-Step Approach

Virtual Network \
Embedding (VNE) m

O (‘)
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m H I Virtual Network Resource u H

Allocation ="H
Proposed Method User Traffic User Traffic

o Artificial Intelligence, I | Metwork Users 4 B |:|]

o Virtual Network Embedding

@ Distributed, Dynamic
Resource Management

Reinforcement Learning, L | 2
Multi-Agent Systems




Proposed Approach

Reiforcement Learning (RL)

@ An agent is situated in an environment,
@ Perceives state, s;, and takes an action, a; to change it,
@ Receives a reward, r+, which is an evaluation of its action

@ Objective: maximise reward obtained in the long term

State, s Action, a, Reward, r,

& | I |

Agent




Proposed Approach

Q-Learning (I)

@ Temporal difference algorithm used to determine the best
actions to take in each possible state, by finding a policy that
maximizes long term measure of reinforcement

@ A policy defines the learning agent's way of behaving at a
given time

@ The action to be taken in a given state depends on the
Q-values Q(s, a) that are representative of the desirability of
each action, a in that state, s.

Update Rule

Qlspra9) < (1= )Qsm ) + @ { + AmaxQsma) | (1)




Proposed Approach

Q-Learning (I1)

Action Selection

@ c-greedy: a greedy action is selected most of the time, and —
using a small probability — a random action is chosen once in
a while.

@ Softmax: differs in how random action is selected. Assigns
weights to all actions based on their values.

Softmax Action probability equation

__o0(Qs.2)/7)
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Proposed Approach

Learning Multi-Agent Systems

@ A group of agents located in the same environment
@ Actions taken by a given agent could affect other agents

@ Agents could be cooperative or competitive

ACTION A:

REWARD Rr




Solution Model

Learning-based DDRM

Multiagent System

Multi-agent System

Distributed, an agent for each
substrate node and link @
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Solution Model

Learning-based DDRM

Multiagent System

Multi-agent System

Distributed, an agent for each
substrate node and link @

Evaluative Feedback
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Solution Model

Learning-based DDRM

Multiagent System

Multi-agent System

Distributed, an agent for each
substrate node and link @
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Solution Model

Reinforcement Learning Model

Code | | Percentage Value
States 000 O < Variable < 12.5
001

@ Vector S where each s € S o100
represents state of a virtual o1

100 = Variable =X 67.5
a _ v .
link/node. s = ( R, RY, 101 Variable = 75

110 Variable << 87.5

< Variable <

100

RS 111

X

@ Each state 9 bits, implying Action || Description

29 — 512 States Ao Maintain Currently allocated resources
y Aq Decrease allocated resources by 50.0 percent
Ao allocated resources by 37.5 percent

. Ag allocated resources by 25.0 p

o VeCtor A Where eaCh ae A Ag Increase allocated resources by 17,5 percent
Ag Increase allocated resources by 25.0 percent
represents action for virtual A Increase allocated resources by 37.5 percent
Ag Increase allocated resources by 50.0 percent

node/link .

A




Solution Model

—100 if R, <0.25
r(v) = A A .
vR, — (/@D,-J- + 77P,-> otherwise

@ Objective is to encourage high virtual resource utilisation
while punishing n, € N, for dropping packets and /, € £, for
having a high delay

@ Punitive reward of —100 to resource allocations below 25% to
ensure that this is the minimum allocation to a virtual
resource.

Implemented by lookup table. 9 possible actions, 512 possible
state = Policy size is 9 x 512 = 4608




Solution Model

Initialisation
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Learning Algorithm

Solution Model

Action Selection

Evaluation of
softmax and
e-greedy

Agent Cooperation

Conflict avoidance
for substrate link
agents

Algorithm 1 Agent Learning Algorithm

16:
17:
18:

: POLICY INITIALISATION:
: for s S,ae Ado

Initialize the Q-table values Q(s,a)

: end for
: Determine current state s(c)
: previous state, s, = s., previous action, a, = Ap, next

state, s,,.

: repeat

Wait(Learning Interval)
POLICY UPDATE:
Read s, ap. sn
Observe Virtual Network Performance and Determine
reward for previous action rp.
Update the Q-Table using the equation (1)
ACTION SELECTION:
Determine current state, s..
Choose an action, a, € A, for that state using a given
action selection criterion
Take the action, a. and determine next state s.
Set sp = 8¢, Qp = G, Sp = §
until Learning is stopped




Simulation Setup

Evaluation

NS3 Parameters

Parameter [[ Value
Queue Type Drop Tail
Queue drop Mode Bytes

Maximum Queue Size
Maximum Packets Per VN
Number of VNs

Network Mask

IP Adress
Network Protocol

Range

Transport Protocol
Packet MTU
Packet Error Rate

6.553.500 Bytes

3500 Packets

1024

255.255.224.0

10.0.0.0 — 10.255.224.0
1Pv4

TCP

1518 Bytes

0.000001 per Byte

Brite Paremeters

Parameter ‘

Substrate Network H

Virtual Network

Name (Model)

Number of nodes (N)

Size of main plane (HS)
Size of inner plane (LS)
Node Placement
GrowthType

Neighbouring Nodes

alpha (Waxman Parameter)
beta (Waxman Parameter)
BWDist

Router Waxman
25

Random
Incremental
3

0.15

(
Uniform

2 % 10° bps
8 x 10° bps

Router Waxman
[5-10]

250

250

Random
Incremental

5

015

02

Uniform

1% 105 bps
1 % 10° bps

Error distribution Uniform (0, 1) Minitmum BW (BWMin)
Port 8080 Maximum Dev. (BWMax)
Parameter [[ substrate Network [] Virtual Network
Minimum Number of Nodes || 25 5
Maximum Number of Nodes || 25 10

Minimum Node Queue Size
Maximum Node Queue Size
Minimum Link Bandwidth

Maximum Link Bandwidth

(100 x 1518) Bytes
(200 x 1518) Bytes
2.0Mbps

10.0Mbps

(10 x 1518) Bytes
(20 x 1518) Bytes
1.0Mbps
2.0Mbps

Substrate and Virtual Network Properties
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Evaluations |

% of Optimal Action

% of Optimal Value

----- € - Greedy

300 550

Learning Epis

Learning Episode

800

ode

800

Random Policy

Softmax

1050
Thousands

Initialised Policy

1050
Thousands

Acceptance Ratio

Number of VNs
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Evaluation

Evaluations Il
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Conclusion

Conclusion

@ DDRM improves resource utlisation efficiency, better revenue
for InPs

@ When agents have learnt optimal policies, QoS is comparable
to static approach

@ Initialising Learning process enhances speed of convergence to
optimal actions

@ Softmax action selection method is best suited for this task
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